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INTRODUCTION   
 
Unlike OLTP systems, Data Warehousing and OLAP/BI modeling, design, and implementation is an iterative 
process.   This iterative process is due to the unique features of each business entity and the complexity of some of 
the following:   

• New ways to view data which are multi-dimensional and abstract 

• Introduction of new data quality issues and frequent exposure of unknown data quality problems 

• Multiple sources systems (OLTP) converging into one or more target (DW/OLAP/BI) systems 

• Data spanning multiple lines of business utilizing different business rules, assumptions, terminology, etc 

• Unknowns regarding quantities of data that will eventually reside in the DW/OLAP/BI system 

• Difficulties in extracting data from source systems 

• Difficulties in loading and aggregating data in the target system(s) 

• Changing project requirements 

• The challenges of performance tuning 

 

RELATIONAL SCHEMA DESIGN   
 
A data warehouse using Relational Access Manager must be designed in a star or snowflake schema.  The following 
requirements apply to schema design: 

• There must be a fact table that stores data at the detail (lowest) level for each variable. However, it is highly 
recommended that you also include summary-level fact tables in your data warehouse. (The same table that is 
used to store the lowest level can also contain summary-level data.) Including summary-level data 
dramatically improves query performance and decreases the load on the server when users are running an 
analysis application. 

• Variables must be stored as columns in fact tables. 

• There must be at least one dimension table for each dimension. (There may be multiple dimension tables for 
a dimension if you are using a snowflake schema.) 
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• Valid characters in the relational keys include uppercase alphabetic characters (A-Z), lowercase alphabetic 
characters (a-z), digits (1-9), and periods (.). Other characters might be reserved characters in Express; for this 
reason, do not use any other characters in the relational keys. 
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Sample RAM – Express Schema 

 
Schema Type: Star 
Schema Name:  WAREHOUSE2 
 

Orders
Detail

Shipments
Detail

Forecasts
Detail

TIME

RELEASEMONYR

CUSTOMER

LOCATION

PRODUCT
DELETE_
PRODUCT

LEGEND

Dimension Table/View

Fact Table

Dimension Supporting Table

 
Note:   

1. Aggregation/Summary tables not shown. 
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2. DELETE_PRODUCT table used in potential net-change processing of PRODUCT dimension.  
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TABLESPACE RECOMMENDATIONS   
 

• Tables should be separated from their indexes 

• Small tables should be separated from large tables 

• Two tables that are frequently joined together should be separated 

• Tables that are frequently scanned should be separated from those that are randomly accessed 

• Tables and indexes that are static should be separated from those tables that are NOT static 

• Extremely large tables or indexes are candidates to be split (partitioned) into smaller pieces that can then be 
placed in separate tablespaces 

 

Files associated with each tablespace should be striped across multiple disk drives when possible.  Striping may be 
performed using hardware, logical volume manager software, or creating multiple data files and placing each data file 
onto a separate disk.  The former approach will require less maintenance effort and will usually result in a better 
distribution of the I/O. 

 

HIGHER AVAILABILITY AND FASTER RECOVERY   
 

• Separate tables and indexes for performance and availability reasons. 

• Tablespaces should be created to accommodate objects with different daily usage, different fragmentation 
propensity, backup requirements, recovery requirements, and life spans. 

• Tables/indexes where there is constant growth and shrinkage, frequent purging and loading, and heavy delete 
activity may suffer from eventual fragmentation. 

 

DIMENSION TABLE DESIGN AND RECOMMENDATIONS   
 
The following requirements apply when designing dimension tables for use with Relational Access Manager: 

• The primary key must represent dimension values at the lowest level in the Express data model. 

• Each level in the Express data model must be represented by a column in the dimension table. 

• Null values are not allowed in columns that are used to store dimension values. 

• Within a single hierarchy, child dimension values cannot have multiple parent dimension values. 

• Note: Child dimension values can have multiple parent dimension values from different hierarchies.  

• Parent (higher level) dimension values must be included in the same row as child (lower level) dimension 
values. 
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• Dimension values from multiple levels of summarization must not be stored in the same column. 

• Attributes must be represented as single-part keys. 

• Attributes must be represented in separate columns for each level of summarization at which the attribute 
applies.   

• If the dimension represents time periods, DATE and TIMESPAN attributes must be included in the 
dimension table.  To support the DATE and TIMESPAN attributes, you must include columns in your 
Time dimension tables that contain values for DATE and TIMESPAN at each level in the Express data 
model. 

RECOMMENDATIONS FOR DIMENSION TABLE DESIGN 
 
Observing the following recommendations will make managing your data warehouse easier, and will improve query 
performance: 

• Although multiple-part keys are allowed, you should avoid them if possible.  Multiple-part keys add 
complexity to the database and cause slightly slower runtime performance. 

• If natural keys are lengthy, use surrogate keys. Lengthy keys will degrade query performance, increase the size 
of fact tables, and increase the size of the Express database. 

• Take advantage of the Express application’s ability to use descriptive labels in place of keys. Application end 
users usually prefer descriptive labels. 

 

To facilitate reading the warehouse, do the following: 

• Name dimension tables after the dimension names that have been used in the Express data model. 

• Define the column representing the lowest level of summarization first.  Define columns representing higher 
levels of summarization in the same hierarchical order as the Express data model. This will help make the 
tables in the data warehouse readable. 

• Name columns in dimension tables after the level or attribute names that have been used in the Express data 
model. If the column represents a key, append the level or attribute name with _ID. If the column represents 
a descriptive label, append the level name with _DSC. Naming columns after levels and attributes will help 
make the data warehouse readable. 

• If a given dimension has a large number of dimension values and you update your data warehouse 
frequently, then you should design associated dimension tables to support net-change dimension processing. 
This feature can save considerable processing time when you are updating the Express database with new, 
modified, and deleted dimension values.  
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NET-CHANGE DIMENSION PROCESSING   
 

You define periodic builds and updates of Express databases by using Relational Access Administrator to create and 
edit maintenance procedures. The maintenance procedure identifies database maintenance activities, which include 
dimension processing. In the maintenance procedure, you can select from the following options for processing a 
given dimension: 

• Additions or Additions and Deletions (options for standard dimension processing) 

• No Processing 

• Net-Change Processing 

Overview of standard dimension processing 
Using either of the options for standard processing (Additions or Additions and Deletions), Relational Access 
Manager Server generates SQL statements to read all dimension values from the associated dimension tables. 
Relational Access Manager Server then adds new dimension values and updates dimension value labels, parentage, 
and attribute values in the Express database. Using the Additions and Deletions option, Relational Access Manager 
Server also removes deleted dimension values from the Express database. 

Overview of net-change dimension processing 
Using net-change processing, Relational Access Manager Server generates filtered SQL statements to read a subset of 
dimension values from the associated dimension tables. This subset consists of those dimension values that have been 
added or modified since a date that you specify in the maintenance procedure. Relational Access Manager Server then 
adds new dimension values and updates dimension value labels, parentage, and attribute values in the Express 
database. Using additional criteria that you specify, Relational Access Manager Server also reads deleted dimension 
values from the associated “delete tables,” and then removes these values from the Express database. 

Net-change processing can reduce the time that is required to maintain the Express database. This cost savings is 
especially pronounced if a given dimension contains a large number of values and you update your data warehouse 
frequently. 

Schema design for net-change dimension processing 
If you plan to use net-change processing, then your schema must contain structures that identify those dimension 
values that have been added, updated, or deleted as of a particular point in time. 

The following schema structures are required to support net-change processing for a given dimension: 

• Each associated dimension table must contain a column that identifies new or modified dimension values. 
For example, this column might contain the date on which each dimension value was updated, or it might 
simply contain a Boolean indicator of whether or not an update has occurred. When processing the 
dimension, Relational Access Manager Server will read a subset of rows, based on a column value. 

• Deleted dimension values must be stored in a table that is separate from the associated dimension tables. This 
delete table must include a column named DIM_VALUE_KEY, which contains deleted dimension values. 
When processing the dimension, Relational Access Manager Server will read every row in 
DIM_VALUE_KEY. 
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• If keys in the RDBMS are not unique across all of the levels in the dimension, then there must be a separate 
delete table for each level. For example, in a Time dimension, JAN-99 might be represented by Month key 
“1”; Q1-99 might be represented by Quarter key “1”; and 1999 might be represented by Year key “1.” 

• In this example, three delete tables would be required: one for the Month level, a second for the Quarter 
level, and a third for the Year level. 

• If a dimension table has a multicolumn key, then you must use an underscore (_) to separate each key 
component in the DIM_VALUE_KEY column of associated delete tables. 

• After running a maintenance procedure to process the dimension, you should delete all rows in the associated 
delete tables. This will save time when you process the dimension in the future, because Relational Access 
Manager Server will have fewer rows to read. 

 

SKIPPING LEVELS IN HIERARCHIES   
 

Introduction 
In some data models, there are dimension values at every level in a hierarchy. For example, in a geographical hierarchy 
that contains the levels City, State/Province, Region, and County, it is likely that there are dimension values at each 
level: the parent of a city is always a state or province; the parent of a state or province is always a region, and so on. 
In other data models, however, the parent of a given dimension value might not be at the level immediately above 
that dimension value’s level in the hierarchy. 

Dimension tables 
Relational Access Manager permits skipping levels. In order to skip levels, you must use star-style dimension tables: 
you cannot use snowflake-style dimension tables. 

 

FACT TABLE DESIGN AND RECOMMENDATIONS  
 

Requirements for fact table design 
The following requirements apply when designing fact tables for use with Relational Access Manager: 

• Each database must contain at least one fact table that contains data at the detail (lowest) level of 
summarization in the Express data model. 

• The primary key must be a composite of all key columns in the fact table. (There can be no duplicate rows in 
a fact table.) 

• The primary key must contain all dimensions by which the fact (or variable in the Express data model) is 
dimensioned. Dimensions cannot go across the fact table. 
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Recommendations for fact table design 
Observing the following recommendations will make managing your data warehouse easier and will improve query 
performance: 

• Include summary-level data in your data warehouse. Although Express can automatically summarize data at 
runtime, including summary-level data in your data warehouse will dramatically improve query performance. 

• Avoid vertical partitioning by grouping any facts that share the same dimensionality in the same fact table. 
This will reduce the size of your data warehouse. In most cases, this will also improve query performance, 
because data for multiple facts can be selected using a single SELECT statement. 

• Define and index tables in order of slowest-varying dimension to fastest-varying dimension. Defining and 
indexing tables in this order will improve query performance. 

 

Note: This is in contrast to the Express data model, in which dimensions should be defined in order of fastest 
varying to slowest varying.  

 

To facilitate reading the warehouse, do the following: 

• Name fact tables after a fact in the table and use level names in the table name. Naming fact tables in this way 
allows the contents of the table to be easily identified and, thus, makes the data warehouse more readable. 

• For example, if a fact table contains Sales data at the Channel, Item, Ship To, and Month levels, the table 
could be named GLB_SALES_CHA_ITE_SHI_MON.  

• Name key columns in the fact tables after the level of summarization that is contained in the fact table. Name 
fact columns after the variable name in the Express data model. Naming columns after levels and variables 
will help make the data warehouse readable. It will also allow you to use timesaving, automatic features in 
Relational Access Administrator for mapping fact tables. 

Styles of fact tables that are supported 
Express and Relational Access Manager support the following fact table styles: 

• Detail-level fact table only — In this schema, Express will automatically summarize data at runtime. This is 
the easiest to define and manage, but runtime performance will be relatively poor in comparison to a data 
warehouse that includes summary-level data. 

• Detail-level and summary-level fact tables —In this schema, fact tables are partitioned by level of 
summarization. This allows you to choose which levels of data you wish to summarize and store in fact 
tables. Any data that is not stored in a fact table will be summarized automatically by Express at runtime. 
This schema is usually somewhat more complex to set up, but yields good performance and is often easiest 
to manage in the long term.  

Embedded-total fact table — In this style, multiple levels of summarization are stored in a single fact table. Initially, 
this fact table is very easy to define and manage. However, this style of fact table can grow very large and become 
more difficult to manage in comparison to using detail-level and summary-level fact tables 
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RDBMS CONFIGURATION RECOMMENDATIONS  
 

 

Control Files A minimum of 3 control files should be used 
 
Each control file should be on different controller and disk. 
 
Hardware mirror but DO NOT hardware stripe 
 
Backup control files after every hot backup and after a structural 
change to the database. 
 

 

Redo Logs Redo logs should be Oracle multiplexed. 
 
Each member of the redo group should be on different drives and 
different controllers and NOT striped over disks. 
 
Log files have the highest I/O activity along with rollback segments. 
 
They should be placed on their own set of disk if possible and 
definitely separated from the archive files 
 
 

 

System 
tablespace 

Protect system tablespace via redundant hardware and controllers 
 
DO NOT stripe system data files across too many disks in order to 
reduce the number of potential failure points. 
 
DO NOT create user objects and temporary segments in the 
SYSTEM tablespace. 

 

Application 
data files 

Separate tables and indexes for performance and availability reasons. 
 
Tablespaces should be created to accommodate objects with 
different daily usage, different fragmentation propensity, backup 
requirements, recovery requirements, and life spans. 
 
All pertinent applications data should be HARDWARE MIRRORED 
by some RAID level. 
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STRIPING aids in I/O distribution but complicates backup and restore 
mechanisms.  Mission critical data should be isolated for ease of backup and 
recoverability. 
 
Tables/indexes where there is constant growth and shrinkage, 
frequent purging and loading, and heavy delete activity may suffer 
from eventual fragmentation. 

Rollback 
segments 

Typically rollback segments incur the highest I/O activity.  Due to this 
activity RAID 1 is a good choice for sufficient redundancy. 
 
Rollback segments should be configured to minimize space usage, 
reduce undo contention, distribute I/O, and minimize rollback 
segment maintenance due to application error. 
 
Although they can coexist on the same disk, if possible avoid putting 
the system tablespace and rollback segment tablespace on the same 
disk units. 
 
 

 

Temporary 
Tablespace 

Used primarily for sorts that have no more sort_area_size in 
memory.  Also used for index builds and rebuilds 
 
Temporary tablespace should be HARDWARE MIRRORED to 
protect against disk failure. 
 
Multiple temporary tablespaces can distribute sort allocations for 
different user and improve performance.  Also allows parallelism of 
several index rebuilds.  
 
 

 

Archive Logs Archive logs should be HARDWARE MIRRORED to protect 
against disk failure.    For further protection, copies of archive logs 
should be kept onsite and offsite. 
 
Keep archive logs separated from redo logs files. 

 

 
My additional configuration recommendations include:  
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• Rollback segments should be in dedicated tablespaces 

• Temporary segments should be in dedicated tablespaces 

• SYSTEM table space should only include the Oracle data dictionary 

• Tables should be separated from their indexes 

• Small tables should be separated from large tables 

• Two tables that are frequently joined together should be separated 

• Tables that are frequently scanned should be separated from those that are randomly accessed 

• Tables and indexes that are static should be separated from those tables that are NOT static 

• Extremely large tables or indexes are candidates to be split (partitioned) into smaller pieces that can then be 
placed in separate tablespaces. 
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OLTP versus OLAP/BIOLTP versus OLAP/BI

• OLAP/BI is iterative in modeling, design, and 
implementation 

• Frequent exposure of unknown data quality problems

• Multiple source systems (OLTP) converge into one or more 
target (DW/OLAP/BI) systems

• Multiple lines of business use different business rules, 
assumptions, terminology 

• Quantity of data that will reside in DW/OLAP/BI is typically 
unknown

• Difficulties in loading and aggregating data

• Different challenges in performance tuning
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MOLAP  versus   ROLAPMOLAP  versus   ROLAP

• MOLAP is 
Multidimensional Online 
Analytical Processing

• Advantages are high 
performance and  
sophisticated 
functionality

• Disadvantages are 
proprietary language and 
data storage

• Storage supported in 
gigabytes

• ROLAP is Relational 
Online Analytical 
Processing

• Advantages are access 
via SQL and read-only 
reporting

• Disadvantages are slow 
performance and limited 
financial calculations

• Storage supported in 
terabytes
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Express ArchitectureExpress Architecture
Components:  ProductsComponents:  Products

Oracle Express 
Server
Personal Express

Oracle Express 
Analyzer

Oracle Express Objects

Oracle Financial 
Analyzer

Oracle Sales Analyzer

Description Notes

The Express Engine

Express engine that only supports one user

Ad-hoc user tool for analysis and reporting of 
Express database data

Object oriented development environment for 
building OLAP applications

Pre-built financial analysis application

Pre-built sales/marketing analysis application
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Express ArchitectureExpress Architecture
Components:  Included with OESComponents:  Included with OES

Express Stored 
Procedure Language

Structured N-
Dimensional 
Application 
Programming Interface 
(SNAPI)

Express 
Communications 
Architecture (XCA)

Oracle Web Agent

Description Notes

4th Generation command language

A library of C programs that allows Windows 
client programs to communicate with Express

Peer-to-peer communication between:
(a) Personal Express and Express Server
(b) separate instances of Express Server

Application Programming Interface (API) for 
creating Express based applications on the web
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Express ArchitectureExpress Architecture
Components:  AddComponents:  Add--OnsOns

Relational Access 
Administrator

Relational Access 
Manager

Oracle Express 
Spreadsheet Add-in

Oracle Web Publisher

Description Notes

Graphical administrative utility for creating, 
populating, and maintaining Express ROLAP or 
HOLAP databases

Part of the Express engine that provides access 
to relational databases

Provides access to Express data using a MS 
Excel front end

Product with graphical interface (delivered with 
OEO) that allows a DBA or some other named 
administrator to create and maintain website(s) 
and publish Express tables and graphs to those 
respective website(s)
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3 .  o p t i o n a l :   R e b u i l d / R e - c r e a t e  I n d e x e s  &
    C h e c k  f o r  u n u s a b l e  i n d e x e s
4 .  G a t h e r  o p t i m i z e r  s t a t i s t i c s  ( A N A L Y Z E )
5 .  o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

E n d

R D B M S  P r o c e s s i n g

E x p r e s s  P r o c e s s i n g



G E N E R A L  I N C R E M E N T A L  E X P R E S S  R O L A P  B U I L D
P r o c e s s  O v e r v i e w

U p d a t e  E x p r e s s  R O L A P  D b ' s

1 .   R u n  E x p r e s s  B u i l d  P r o c e d u r e
     D i m e n s i o n  P r o c e s s i n g :
       o p t i o n  A :    A d d i t i o n s  O n l y
       o p t i o n  B :    A d d i t i o n s  &  D e l e t i o n s
                        ( C l e a r s  S e r v e r  D B  - -  n o  u s e r
a c c e s s )
       o p t i o n  C :    N e t - c h a n g e  P r o c e s s i n g
       o p t i o n s  D :  N o  P r o c e s s i n g
     

D I M E N S I O N  P R O C E S S I N G
P r e  D i m e n s i o n  L o a d  A c t i v i t i e s
1 .  o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

L o a d  D i m e n s i o n  T a b l e s
1 .  T r u n c a t e  D i m e n s i o n _ D e l e t e  T a b l e s
2 .  L o a d / U p d a t e  D i m e n s i o n  T a b l e s
3 .  L o a d  D i m e n s i o n _ D e l e t e  T a b l e s

P o s t  D i m e n s i o n  L o a d  A c t i v i t i e s
1 .  A n a l y z e  l o a d  l o g  &  p r o c e s s  e x c e p t i o n s
2 .  o p t i o n a l :   C h e c k  a n d  r e b u i l d  u n u s a b l e
    i n d e x e s ,  i f  a n y
3 .  G a t h e r  o p t i m i z e r  s t a t i s t i c s  ( A N A L Y Z E )
4 .  o p t i o n a l :  V e r i f y  D i m e n s i o n s  ? ? ?
    ( D B M S _ O L A P . V A L I D A T E _ D I M E N S I O N )
5 .  o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

S u m m a r y  L o a d  A c t i v i t i e s
1 .  o p t i o n a l :  D i s a b l e / D r o p  I n d e x e s
2 .  R e f r e s h  S u m m a r y  T a b l e s
3 .  R e e n a b l e / R e c r e a t e  I n d e x e s
4 .  G a t h e r  o p t i m i z e r  s t a t i s t i c s  ( A N A L Y Z E )
5 .  o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

P r e - l o a d  A c t i v i t i e s
1 .  o p t i o n a l :  D i s a b l e  R e d o  L o g g i n g
2 .  o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

P o s t  L o a d  A c t i v i t i e s
1 .   B a c k u p  R D B M S
2 .   o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

P r e - l o a d  A c t i v i t i e s

1 .   o p t i o n a l :   s h u t  d o w n  E x p r e s s  " l o a d "  i n s t a n c e  a n d
     s t a r t  u p  E x p r e s s  " e n d  u s e r "  i n s t a n c e
2 .   o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

P o s t  L o a d  A c t i v i t i e s

1 .   A n a l y z e  l o a d  l o g
2 .   o p t i o n a l :   B a c k u p  E x p r e s s  D b ' s
3 .   o p t i o n a l :   s h u t  d o w n  E x p r e s s  " l o a d "   i n s t a n c e
a n d
     s t a r t  u p  E x p r e s s  " e n d  u s e r "  i n s t a n c e
4 .   o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

B A S E  F A C T  P R O C E S S I N G
P r e  F a c t  L o a d  A c t i v i t i e s
1 .  o p t i o n a l :  D i s a b l e  C o n s t r a i n t s
2 .  o p t i o n a l :  D i s a b l e / D r o p  I n d e x e s
3 .  o p t i o n a l :  p r e - s o r t  f a c t  d a t a
4 .  o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

L o a d  F a c t  T a b l e s
1 .  L o a d  B a s e  F a c t  T a b l e s  -  N e w  D a t a
2 .  o p t i o n a l :   L o a d  B a s e  F a c t  T a b l e s  -
    C h a n g e d  D a t a

P o s t  F a c t  L o a d  A c t i v i t i e s
1 .  A n a l y z e  l o a d  l o g  &  p r o c e s s  e x c e p t i o n s
2 .  o p t i o n a l :   R e - e n a b l e  C o n s t r a i n t s  &
    p r o c e s s  e x c e p t i o n s
3 .  o p t i o n a l :   R e b u i l d / R e - c r e a t e  I n d e x e s  &
    C h e c k  f o r  u n u s a b l e  i n d e x e s
4 .  G a t h e r  o p t i m i z e r  s t a t i s t i c s  ( A N A L Y Z E )
6 .  o t h e r  a c t i v i t i e s  a s  d e e m e d  a p p r o p r i a t e

E n d

R D B M S  P r o c e s s i n g

E x p r e s s  P r o c e s s i n g
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Express ArchitectureExpress Architecture
DB Structure/DesignDB Structure/Design

DimensionsDimensions

Dimensions
• Dimension order: fastest, slowest varying

DEFINE UNITS VARIABLE INTEGER <TIME CITY_PROD>

• Avoid too many dimensions
– increases db size
– promotes artificial sparsity
– Increases aggregation time

Fastest Varying: Express loops 
through these values FIRST

Slowest Varying: Express Loops 
through these values LAST

D

I

M

2

D

I

M

2

D  I  M  1 D  I  M  1

3
M

I
D
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Express ArchitectureExpress Architecture
Performance SettingsPerformance Settings

How to adjust paging memory 
(Page Control Blocks and Page Pool)
• Change PageBufferCount from default

– If < 128M physical memory then  ½
physical memory 

– If > 128M physical memory then ¾
physical memory

Be aware that
• Increasing Page Pool reduces session 

memory resources
• PageBufferCount is the number of 4K (for 

32bit OS’s) pages reserved for the page 
pool.

16000 pages = 16000*4096 = 65,536,000 bytes
or 62.5 megabytes
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Express ArchitectureExpress Architecture
Performance SettingsPerformance Settings

Performance Considerations

• Spread I/O over several physical drives to 
minimize disk contentions

– OS files (software and paging files)

– Express software and custom code

– Express Metadata and catalog db(s)

– Express Data db(s) -- ServerDBPath

– Express Extension db(s) -- ExtensionFilePath

– Express Temporary db(s) -- SessionTempFilePath
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Express ArchitectureExpress Architecture
General Performance: Express & Other Config.General Performance: Express & Other Config.

PathingPathing Option  1Option  1

ExtentionFilePath ServerDBPath (data db)        SessionTempFilePath

Disk Striping Option 1

qExpress controlled

qSpecify path for data db

qSpecify multiple 
paths/volumes for 
extension db (6.2) & temp 
db (6.3)

Express Instance Manager Example 



Disk Pathing Option 2: Server Hard Disk Configuration 
Example NT Server Hard Disk Configuration 

 
Description File(s) Array 

Controller 
Physical 
Drive 

Logical 
Drive 

File Sys. Size RAID Notes 

Operating System  A  SCSI 0 C FAT 4.3G N/A  
OS Virtual Memory Pagefile.sys A SCSI 1 

SCSI 2 
SCSI 3 

D FAT 3X4.3G N/A Virtual memory (i.e. paging system  
two to three times the size of RAM) 

Express Software  A  SCSI 4 E FAT 4.3G N/A OES, OSA (thin client), SQL* Net, etc. 
Client DB  B  SCSI 0 F NTFS 4.3G N/A OSA personal db’s will reside here. 
Express Temp Files Exptemp.db C  SCSI 0 

SCSI 1 
G NTFS 2X4.3G 1 Express temporary caches will reside 

here 
Express Data DB  
Express Ext. DB(s) 
 
 

<data1>.db 
<data1>.001, 
<data1>.002,  
. 
. 
. 

D SCSI 0 
SCSI 1 
SCSI 2 
SCSI 3 
. 
.. 

H NTFS 4X4.3G 1 Maximum Express data database size 
is 2G. 
 
Maximum Express extension size is 
2G.   
 

 
Notes: 
q RAID 5 is NOT recommended by Oracle due to potential performance implications.  Use RAID 0 or 1. 
q NTFS disk compression NOT used   
q OS software and paging files on separate disks.  Paging files spread over two – three disks 
q OS and Express software stored on FAT drives (for recovery purposes).  Other Express db(s) stored on multiple NTFS 

drives with allocation unit size = Express DB page size (for efficient storage purposes) 
q Express ExtensionFilePath:  H:\ 
q Express SessionTempFilePath:  G:\ 
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Relational Schema Design Relational Schema Design ----
RequirementsRequirements

• Oracle Sales Analyzer (OSA) using Relational 
Access Manager (RAM) requires either a star 
or a snowflake schema

• Fact table stores lowest level data for each 
variable

• There must be at least one dimension table 
for each dimension

• Valid characters in relational keys include 
upper and lower case alphabetic characters, 
digits (1-9), and periods (.)
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Relational Schema Design Relational Schema Design ----
RecommendationsRecommendations

• Separate tables and indexes for performance and 
availability reasons

• Tablespaces should be created to accommodate 
objects with different daily usage, different 
fragmentation propensity, backup requirements, 
recovery requirements, and life spans

• Tables/Indexes where there is constant growth 
and shrinkage, frequent purging and loading, and 
heavy delete activity may suffer from eventual 
fragmentation
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Dimension Table Design Dimension Table Design ----
RequirementsRequirements

• Primary key in relational table must represent lowest 
level dimension value in the Express Data Model

• Each level in Express Data Model must be represented 
by a column in the dimension table

• Child dimension values cannot have multiple parent 
dimension values*

• Dimension values from multiple levels of 
summarization must not be stored in the same column

• DATE and TIMESPAN attributes must be included in 
time dimension
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Dimension Table Design Dimension Table Design ----
RecommendationsRecommendations

• Avoid multiple-part primary keys

• If natural keys are lengthy, use surrogate 
keys

• Consider descriptive labels in place of 
numeric keys

• Use logical naming conventions for 
readability

• Dimension table periodic update options
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O r d e r s
D e ta i l

S h ip m e n t s
D e ta i l

F o r e c a s t s
D e ta i l

T I M E

R E L E A S E M O N Y R

C U S T O M E R

L O C A T I O N

P R O D U C T

D E L E T E _
P R O D U C T

L E G E N D

D im e n s io n  T a b le / V ie w

F a c t  T a b le

D im e n s io n  S u p p o r t i n g  T a b le

Example Star Schema DesignExample Star Schema Design
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Dimension Processing OptionsDimension Processing Options

• Using the “Additions” or “Additions and 
Deletions” options, RAM reads all dimension 
values and then updates

• In addition, with the “Additions and 
Deletions” option, RAM also removes 
deleted values

• Using Net-Change option, RAM generates 
filtered SQL to read a subset 
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Schema Design for NetSchema Design for Net--Change Change 
ProcessingProcessing

• Each dimension table must contain a column 
that identifies new or modified values

• Deleted dimension values must be stored in a 
separate table; There must be a separate 
delete table for each level if the keys are not 
unique across all levels

• If dimension table uses multicolumn key, 
then you must use an underscore (_) to 
separate each key component
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Schema Design for Skipping Schema Design for Skipping 
Levels in a Dimension HierarchyLevels in a Dimension Hierarchy

• In a normal dimension hierarchy, each child 
has a parent in the next level of the 
hierarchy

• In the real world, the parent of a given 
dimension value might be several levels 
above the child

• If you might ever experience skipping levels 
in a dimension hierarchy, you must use a 
star schema
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Fact Table Design Fact Table Design ----
RequirementsRequirements

• Each database must have at least one fact 
table

• The Primary key must be a composite of all 
key columns in fact table

• Primary key must contain all dimensions 
included in Express Data Model
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Fact Table Design Fact Table Design ----
RecommendationsRecommendations

• Include summary level data in your data 
warehouse for performance

• Avoid vertical partitioning by grouping facts 
that share the same dimensionality in the 
same fact table

• Define and index tables in order of slowest –
varying to fastest-varying dimension*

• Use level names in fact table names
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Fact Table Styles SupportedFact Table Styles Supported

• Detail-level fact table only—summarize data 
at runtime

• Detail-level and summary-level fact tables—
partition by level of summarization

• Embedded-total fact table—multiple levels in 
a single fact table
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Oracle8 Configuration Oracle8 Configuration 
RecommendationsRecommendations

• Control files 
– Three (3) control files minimum
– Each on different controller and disk
– Hardware mirror but do NOT stripe

• Redo Logs 
– Highest I/O activity along with rollback segments
– Each member of redo group should be on different 

drive and different controller but do NOT stripe

• Archive files 
– Separate from redo logs along with separate set of 

disks
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Oracle8 Configuration Oracle8 Configuration 
Recommendations Recommendations ---- ContinuedContinued

• System tablespace 
– Protect via redundant hardware and controllers
– Do not stripe since it increases the points of failure
– Do NOT create user objects or temporary segments in 

system tablespace 
– Should only include Oracle Data Dictionary

• Application data files 
– Separate tables and indexes for performance and 

availability
– Tablespaces should be created to accommodate 

objects with different daily usage, different 
fragmentation propensity, backup requirements, 
recovery requirements, and life spans.
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Oracle8 Configuration Oracle8 Configuration 
Recommendations Recommendations ---- ContinuedContinued

• Application data files continued 
– Hardware mirrored, preferably RAID 1
– Striping aids in I/O distribution, but complicates 

backup and restore

• Rollback Segments
– Incur highest I/O activity; RAID 1 is good choice 

for sufficient redundancy
– Should be in dedicated tablespaces
– Configure to minimize space usage, reduce 

undo contention, distribute I/O, and minimize 
rollback maintenance due to application error
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Oracle8 Configuration Oracle8 Configuration 
Recommendations Recommendations ---- ContinuedContinued

• Temporary Tablespace
– Used primarily for sorts that have no more 

sort_area_size in memory.  Also, used for index 
builds and rebuilds

– Should be hardware mirrored in dedicated 
tablespaces

– Multiple temporary tablespaces can distribute sort 
allocations for different users and improve 
performance

• Archive logs
– Should be hardware mirrored
– Should keep copies onsite and offsite
– Keep archive logs separate from redo log files
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Oracle8 Advanced RAM Oracle8 Advanced RAM 
Performance TipsPerformance Tips

• Physical partitioning by database approaches
– Dimension level partitioning (e.g. itemsales versus 

brandsales)

– Dimension value partitioning (e.g. 1999sales versus 
2000sales)

– Variable partitioning (e.g. sales versus orders)

– Parallel execution requires some sort of partitioning
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Oracle8i Optimization for BIOracle8i Optimization for BI

• Order of Impact for Optimization
– Design – both Express and RAM tables

– Indexes

– Summary or Aggregation tables

– Materialized Views

– Hardware upgrade
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Performance Optimization Performance Optimization 
SummarySummary

• Hardware – dedicated server, 2 CPU(s) minimum, 
memory, fast I/O

• Express – PageBufferCount, separate instances, 
separate paths, memory

• Oracle8 – control files, redo logs, system 
tablespace, application data files, rollback 
segments, temporary tablespace, archive logs

• Structure and Database Design – dimension 
order, partitioning, parallel execution, aggregation



Optimizing Oracle8i for Optimizing Oracle8i for 
Business IntelligenceBusiness Intelligence
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